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Part 1

molecular mechanics 
& molecular dynamics
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Model

model, n. and adj.
8a: A simplified or idealized description or conception of a particular 
system, situation, or process, often in mathematical terms, that is put 
forward as a basis for theoretical or empirical understanding, or for 
calculations, predictions, etc.; a conceptual or mental representation of 
something.

Molecular models 
models aimed at reproducing the behavior of real 
molecules and chemical systems
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Molecular models
• 3D structural models are interactive, and can be used for 

some basic modelling (e.g. conformational changes)
• One can also use simple real objects (“mechanical models”) to 

understand the packing of molecules

à à

à

à

à
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Computer and theoretical models
• In practice, molecular modelling is nowadays invariably 

associated with computer modelling
– Programming languages
– Computer graphics and visualization
– Parallel and high performance computing
– National and European computing infrastructures

https://www.cineca.it/en

http://www.hpc-europa.org/
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Scales of molecular modeling

http://www.icams.de/content/research/
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Molecular mechanics

Molecular mechanics uses classical mechanics to model molecular
systems (i.e. composed by atoms)

Beads: intermolecular forces
• London + repulsion
• point charges

Springs: intramolecular forces
• harmonic terms for stretching and bending
• cosines for torsions 8

“beads and springs” model in 
which each bead is one atom à



A molecular mechanics force field
FORCE FIELD  =  ENERGY EQUATION + PARAMETERS

• empirical force field parameters aimed at reproducing 

experimental thermodynamic properties 

• quantum-chemistry derived atomic charges

• mixing rules (intermolecular) can vary

intramolecular
Interactions

(bonded)

intermolecular
Interactions

(pairwise)



Intermolecular: LJ potential
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Pairwise atom-atom interaction:
London + repulsive

Very accurate for noble gases

EMPIRICAL PARAMETERS



Intermolecular: Coulomb
Electrostatic pairwise atom-atom interactions (no polarization)

atomic point charge approximation for charge densities
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ab initio point charges

Point charges à Coulomb’s law  
(relative permittivity =1)
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Adding flexibility: springs (harmonic)
Harmonic springs replace chemical bonds:
- Bond distances

! " = $
% &'(" − "*+)

% - " = −&'(" − "*+)
- Bond angles

! . = $
% &/(. − .*+)

% - . = −&/(. − .*+)
“Transferable”:  one uses always the same parameters for a given 
chemical bond type (e.g. C=O,  >N-H,  -OH, … ) 
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Adding flexibility: torsions (anharmonic)
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Ph
-C

z

!

Ph-Ph 

Rotation between rigid fragments are modelled with torsional 
potentials, of the form:

" ! = ∑%&,( 1 + cos .! + /(
- Typically not transferable  / must be verified
- Often re-parametrized vs quantum chemistry calculation



Computing forces from energies
• In one dimension, the force F  is the 

negative of the derivative of the total 
energy U:

!" = −%&(()%(
• In 3D, it is the negative of the gradient:

!⃗ = −∇& (, -, . = −/&/( ,−
/&
/- ,−

/&
/.

• The net force is thus zero where  the 
energy is at minimum; here we have a 
stable configuration.

• Forces should be computed for all atomic 
pairs à core of the MD computation

distance

ATTRACTIVEREPULSIVE
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Molecular dynamics
Once selected the potential energy function (r) and defined the system size and 
volume, MD consists in solving numerically Newton’s equations of motion for 
each of the particles.  
Timestep: Δt (typically 1 fs)

15

Temperature enters the system as the kinetic  energy 
and is controlled by scaling particle velocities:
3/2 kBT = 1/2<mv2> à T = <mv2>/(3kB)

Pressure is given by kinetic energy and forces     ! = #
$ %&'( + #

* Σ,-#. /, 0 1,



Ensemble and time averages

ensemble: collection of all points {pN,rN} in the 6N-dimensional phase space The 
points are distributed according to a probability density function ρ, which is 
determined by the chosen fixed macroscopic parameters defining the system (NPT, 
NVT, NVE, etc,). 
The ensemble average < > of A is defined by the integral over all possible 
configurations of the system at a fixed time, using the pdf ρ(Γ) as weight:

in NVT conditions ρ(pN,rN) is the familiar Boltzmann distribution:
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We define instead as time average an average quantity for a single system 
over a time interval (directly related to a real experimental measure): 

In MD simulations we are integrating the equation of 
motion of the system to determine A(pN(t),rN(t)) at 
each time t.

A(t)=A(pN(t),rN(t)) is a generic property varying over time and depending from the 
N momenta pN(t) and positions rN(t) of the particles. 



Ergodicity
A system is called «ergodic» if time average and ensemble average coincide.
In an ergodic system all possible trajectories would be, in practice, different 
sections of a single long trajectory à initial conditions do not matter

Causes of non-ergodicity:
- metastable states
- too high free energy barriers
- temperature too low
- “unfortunate” initial configurations
- Simulation is not long enough
- Free energy landscape is “rough”
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Rule of thumb: only barriers lower than 5-6 
kcal/mol can be surpassed in 10 ns at RT.

We conduct most simulations in the hypothesis of ergodicity.
If this hypothesis is not respected and we do not realize it, we might reach 
wrong conclusions.



Part 2

MD simulations of organic 
electronics materials: 

when, how, why?
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Why performing atomistic simulations?
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Generally speaking:
à obtain structure  à compute physical properties

Three typical cases: 
1. I have a guess structure and want to check if it is stable or show 

that it is stable
(scientifically risky before often one gets what she/he wants…)

2. The experimental structure is known but I want include thermal 
effects
(sometimes does not work à force field or experimental issues)

3. The structure is obtained “spontaneously” via self assembling
(most interesting and demanding, often unsuccessful) 

L. Muccioli, Top. Curr. Chem. 352, 39-101 (2014)

http://dx.doi.org/10.1007/128_2013_470


Practical limitations

20

- the number of simulated particles (~106) is much smaller 
than in a “macroscopic system”. 
- the trajectory length (10-6 s) is relatively short with respect 
to real experiments.

G. D'Avino J. Phys. Chem. C 117, 12981-12990 (2013)

only
6 nm x 6 nm!

Simulations can provide nanoscopic details difficult to obtain from experiments.
However…                

http://dx.doi.org/10.1021/jp402957g


Atomistic simulations of organic electronic 
materials: when and why

21

When:  each time a periodic quantum chemistry calculation is not 
possible (defects, disorder, …) and a gas phase QC calculation is 
not enough (distributions, thermal averaging…)

Why: because we are interested in electronic properties and they 
strongly depend on molecular arrangement.
In fact:
àConformation, environment, surfaces strongly affect IP, EA, 

and in general electronic state energies
àElectronic couplings vary very rapidly with distance and 

orientation

134904-2 Gali et al. J. Chem. Phys. 147, 134904 (2017)

a simplified methodology, able to provide reliable results with
respect to experimental observations at a low computational
cost, would be more appropriate.

In what follows, we describe a step forward in the realiza-
tion of this objective, in which, with a combination of MD and
KMC simulations, we systematically compare computational
predictions with experimental temperature-dependent mobil-
ities. As a case study, we consider the [(9,9-dioctylfluorenyl-
2,7-diyl) (4,40-(N-(4-sec-butylphenyl)))] diphenylamine alter-
nating copolymer, also known as TFB (Fig. 1). TFB is an
amorphous polymer15 with relatively high hole mobility16,17

which has been the subject of several fundamental stud-
ies,18–22 and it is employed in practical applications such as
light emitting diodes23 and solar cells.24–26 Our approach is
based on two main and interdependent assumptions (i) that
the holes are localized along short segments of the poly-
mer chain and (ii) that hole transport can be described as a
hopping process between those oligomeric units. Evidence
supporting these hypotheses is provided, and their conse-
quences on calculated charge carrier mobilities are discussed in
detail.

II. COMPUTATIONAL DETAILS

A. Molecular dynamics simulations

We focused on TFB oligomers composed of five 9,9-
dioctylfluorene (FLU) units, alternated with four butyl triph-
enylamine (TPA) co-monomer units (see Fig. 1). This specific
oligomer length was chosen as it corresponds to the upper
limit of the conjugation length of TFB, as estimated on the
basis of quantum chemical calculations reported by Sancho-
Garcı́a et al.27 Our choice of this oligomer approach11,28–30 in
modeling charge transport in TFB was also motivated by prac-
tical reasons, such as the possibility of dealing with reasonable
box sizes and short equilibration times.

We employed a united-atom31 force field complemented
with quantum chemical calculations for atomic charges and
torsional potentials, as detailed in the supplementary mate-
rial. All molecular dynamics simulations were performed with
the NAMD software.32 In order to simulate amorphous TFB

samples, the starting geometries for the simulation were built
by introducing a certain degree of randomness, according to
the following procedure: (i) the starting geometry was gener-
ated by placing the oligomers with random orientations on the
nodes of a cubic mesh of 5 ⇥ 5 ⇥ 5 sites, with a lattice constant
of 80 Å; (ii) the low-density sample was compressed at 1000 K
and 100 atm up to a rough volume stabilization, which occurs
in about 1 ns; (iii) high-temperature annealing was performed
for 10 ns of simulation at 1000 K and 1 atm; (iv) equilibra-
tion was carried out for 20 ns of simulation at TMD = 300 K
and 1 atm; (v) this procedure was applied to simulate four dif-
ferent and uncorrelated samples composed of 125 oligomers
(33 380 united atom centers). A snapshot of one of the four
samples after equilibration at 300 K is shown in the right panel
of Fig. 1. The final density of the four samples is 0.987±0.006
g/cm3. It is worth noting that since the equilibration tem-
perature is well below the experimental glass transition, i.e.,
393-415 K depending on film thickness,15 significant changes
on the morphology are not expected at lower temperatures.
For this reason and for keeping the approach computationally
efficient, all charge transport simulations were conducted on
the 300 K morphologies, neglecting the density variation with
temperature. It is worth noting that this preparation scheme
does not take into account any solvent inclusion in the polymer
and therefore leads to ideal, completely amorphous morpholo-
gies in which the number of contacts between the chains is
maximized.

B. Charge transport model

Charge transport in amorphous TFB was described with a
hopping model. Specifically, we resort to the Marcus formula
for hopping rates,33 describing non-adiabatic hole transfer in
the weak coupling regime, which has been widely employed to
compute the charge transfer rates between adjacent molecules
in organic semiconductors.34 The charge transfer rate in the
semi-classical Marcus formalism reads as

kij =
2⇡
~

J2
ijp

4⇡�kBT
exp

266664�
(�Gij + �)2

4�kBT

377775 , (1)

FIG. 1. (Left) Chemical structure
of poly[(9,9-dioctylfluorenyl-2,7-diyl)-
co-(4,40-(N -(4-sec-butylphenyl)diphe-
nylamine))] (TFB, top), and an example
of an individual oligomer conformation
as produced by MD simulations at
the united atom level; FLU and TPA
units are shown in green and blue,
respectively, while aromatic rings are
highlighted in red (bottom). (Right)
Snapshot of a single sample after
equilibration at 300 K and 1 atm under
periodic boundary conditions.
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high hole mobility and non-dispersive transport. Hole injection
was studied from indium tin oxide (ITO), Au and the conducting
polymer poly(3,4-ethylenedioxythiophene) doped with poly(styr-
enesulfonate) (PEDOT:PSS—CH8000), as these materials are
commonly-used anodes in OLEDs. We find that injection in TFB
cannot be understood by means of the leading disorder model
and the challenge of making an ohmic contact remains
outstanding.

2. Hole Transport

A detailed hole transport study in TFB has been reported
elsewhere[19] but key results are briefly summarized here for the
sake of completeness. Time-of-flight (TOF), according to which
one measures the displacement current produced by a packet of
photogenerated holes as the transit across the sample,[37] has
been the technique of choice for transport measurement in
organics. This is because photogeneration of charges (as opposed
to injection from metal electrodes) yields transport data that are
not influenced by the presence of injection barriers. Figure 1(a)
shows a hole transient in a 6.4mm thick TFB film at 295K and
under an applied electric field of 78 kVcm!1. The transient shows
the characteristic initial photocurrent spike, followed by a plateau
region, and finally by a decay of the photocurrent that signifies the
arrival of holes at the opposite electrode. The plateau region
reveals that hole transport is non-dispersive, indicating that the
sample is essentially trap-free.[19,37] The electric field dependence
of the hole mobility in the range of 220–350K is shown in

Figure 1(b). The mobility exhibits the usual Pool–Frenkel-like
behavior that can be described by:

m Fð Þ ¼ m0exp b
ffiffiffi
F

p" #
(1)

where m0 is the zero field mobility, b is the so-called Pool–Frenkel
factor, and F is the applied electric field.[37] At 295K, m0 is equal to
9.6% 10!3 cm2 V!1 s!1 and b is 5.86% 10!4 (cm V!1)1/2. The
room temperature hole mobility is 0.01 cm2 V!1 s!1, one of the
highest values for conjugated polymers.[19] We found that the hole
mobility remains constant for a TFB thickness in the range of 0.9–
6.4mm, indicating that spin-coating of TFB solution yields a
uniform film.

Hole transport was analyzed using to the GDM formalism,
according to which the dependence of mobility on temperature
and electric field is given by:[33]

m F;Tð Þ ¼ m1exp ! 2s

3kT

$ % 2
" #

exp C0
s

kT

" #2
!S2

$ % ffiffiffi
F

p& '

(2)

where m1 is the high temperature limit of mobility under zero
electric field, k is the Boltzmann constant, T is the absolute
temperature, s is the energetic disorder parameter, and S is a
parameter characterizing positional disorder among hopping
sites. A fit to the data (Fig. 2a,b) yields s¼ 65.9& 0.5meV,
revealing an unusually narrow transport manifold. For compar-
ison, s' 76meV for TPD[37] and '84meV for MEH-PPV.[38]

3. Interface Energetics

Photoelectron spectroscopy has been an invaluable tool for the
study of energetics at metal/polymer contacts.[39] Previous studies
have shown that exposure ofmetals to solvents leads to changes in
their work function.[40] Therefore, in order to replicate the sample
preparation conditions used for the electrical measurements, the
work functions of Au and ITO were measured after exposure to
1,1,2-trichloroethane as described in the Experimental Section.
Figure 3 shows the ultraviolet photoelectron spectroscopy (UPS)
spectra of ITO and Au electrodes before and after solvent exposure.
The shift of the photoemission cut-off around !16.5 eV upon
solvent exposure gives the change in work function of ITO (a! b)
and Au (c! d). Solvent-exposed (UV-ozone treated) ITO has a
work function of 4.85 eV, which is similar to that of the non-
exposed ITO. On the other hand, the solvent exposed Au surface
has a work function of 4.75 eV, which is lower by '0.35 eV
compared to that of freshly evaporated Au.

Unlike vacuum-deposited films of small organic molecules,
which form interfaces where interface dipoles can be as large as
1 eV,[41] polymer films tend to form interfaces that follow vacuum
level alignment, i.e., yield Schottky–Mott type interfaces.[42] This
remains true as long as the substrate work function is smaller
(larger) by '0.5 eV than the polymer ionization energy (electron
affinity). Pinning of the Fermi level occurs outside this range.
Given that the TFB ionization energy is 5.5 eV,[43,44] i.e.,

www.afm-journal.de

Figure 1. Hole transport in TFB. a) Representative TOF photocurrent
transient recorded at 295 K and an applied electric field of 0.078MV
cm!1. The sample thickness was 6.4mm. The inset shows the chemical
structure of TFB. b) Hole mobility versus square root of electric field at
various temperatures. The lines are fits to the data.

Adv. Funct. Mater. 2009, 19, 304–310 ! 2009 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 305

charge transfer rate (Marcus)                                mobility (Baessler) 

disorderà



Possible effects at the interface

22

Organic electronic devices are governed by interfaces, at which 
electronic properties change with respect to the bulk of the 
material

Surfaces can determine
the alignment
“face on” / “edge on”

Surfaces can increase or
decrease orientational and 
positional order 
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Roughness,
surface defects,
templating

The same concepts 
apply to an interface
between two
molecular materials

Possible effects at the interface



Limitations for electronic property calculations 
from molecular mechanics structures

NO polarization
inaccurate electrostatics for
charged species 24

PROBLEM SOLUTION

NO chemical reactions reactive force fields
Senftle npj Comput. Mater. 2:15011 (2016)

Classical treatment of nuclei
no zero point energy, tunneling,
vibronic progressions, …

mixed QM/MD

ring polymer dynamics
Cerezo J. Phys. Chem. Lett. 7:4891 (2016) 

Habershon Annu. Rev. Phys. Chem. 64:387 (2013)  

Bond lengths not so accurate
no bond length alternation,
systematic errors in polarizability
and energy levels

benchmarks for correcting 
systematic errors

QM-based force fields
Andreussi J. Chem. Theory Comput. 13:4636 (2017)

Microelectrostatics (postprocessing)

Polarizable force fields (simulation)
D’Avino J. Chem. Theory Comput. 10:4959 (2014)

Lemkel Chem. Rev. 116:4983 (2016)



Multiscale modeling of organic electronics materials

à”Realistic” morphologies
Atomistic Molecular
Dynamics – united atoms
(MD)

à Molecular electronic structure
Quantum Chemistry
(DFT, AM1)

àCharge carrier energy landscape
Classical MicroElectrostatics

25

à Kinetic models
Marcus theory for charge transfer, …

(Beljonne Cornil D’Avino Muccioli Olivier & co)

F. Castet PhysChemChemPhys 16:20279 (2014)
G. D'Avino J. Phys.:Condens. Matter 28:433002 (2016)

http://dx.doi.org/10.1039/c4cp01872a
http://dx.doi.org/10.1088/0953-8984/28/43/433002


Part 3

Examples
2D and 3D Crystals (OFETs, sensors, …)
Self-assembled monolayers 
(OFETs, sensors, electrodes, … )

26



2D self-assembling: carbon nanorings on graphite



Two different possible tiling identified

28
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the dimensions of the graphite and the adlayer. In the case of 
the hexagonal structure, see Figure 3a, a simulation box con-
taining 64 molecules were created from a rectangular unit cell 
with dimensions a = 14.203 Å and b = 24.599 Å replicated 8 × 4 
over a rectangular graphite surface of dimensions A = 113.62 Å 
and B = 98.394 Å (temperature of 300 K during 10 ns).

Several attempts to stabilize the HB structure on surface 
have been made, although, in all cases, the herringbone con-
figuration was lost in a few picoseconds, probably also because 
the initial packing is not optimal since is extracted from the 
bulk crystal structure by removing the interactions with CPPs 
in other crystallographic directions. For this reason, in order to 
optimize the packing of an adlayer composed by molecules in 
the vertical configuration, and starting from the HB structure 
mentioned before, we applied an external pressure of 1 atm to 
the system in the plane direction. To avoid the molecules to 
go out of the plane, their positions were restricted to move in 
the directions inside the plane by adding a harmonic potential 
to the out-of-plane displacement. This strategy was successful 
and finally a (meta)stable crystalline structure was obtained. 
The main difference between the experimental crystalline HB 
arrangement in the bulk and the new structure found is that 
the HB interactions, labeled as v2 in Table 1, involve pairs of 
molecules with nonorthogonal ring planes and stacked in a 
convex–concave (CC) disposition (see Figure 3b). A similar 

configuration has been very recently reported by Spisak  
et. al.[19] for [6]CPP crystals growth by sublimation and deposi-
tion. The area of the new structure is 21% less than the area of 
the original HB structure. This configuration is not observed 
in the simulation of the tridimensional crystal, that preserves 
the HB structure shown in Table 1, a result that we attribute 
to key interactions with neighbors in other crystallographic 
directions, that stabilize the HB orthogonal configuration and 
prevent possible solid-state phase transitions from one poly-
morph to another.

Finally, a simulation with the new 2D structure fully cov-
ering the graphite surface was performed. The simulation 
box, with dimensions A = 64.220 Å and B = 59.892 Å, contains 
60 molecules in the new configuration (rectangular unit cell 
with dimensions of a = 12.844 Å and b = 9.982 Å and 5 × 6 
replicas). The stabilization energy per molecule for the new 
structure, see Equation (5), is found to be −63.0 kcal mol−1 
per molecule, corresponding to an energy per area unit of 
−98.2 kcal nm−2, hence much larger than the one obtained for 
the orthogonal HB disposition. The in-plane radial distribu-
tion function in Figure 3c,d shows that both the hexagonal and 
the second concave–convex structure preserve their crystalline 
order on graphite, and allows for a direct measurement of the 
lattice parameters (a = 14.2 Å for hexagonal, and a = 12.86 Å 
and b = 9.88 Å for the concave–convex configuration).

Adv. Mater. Interfaces 2019, 1801948

Figure 3. [8]CPP monolayers at complete coverage on graphite. a) Hexagonal structure of horizontal molecules; and b) rectangular structure of vertical, 
concave–convex arranged molecules. In-plane radial pair distributions c) and d) for hexagonal and concave–convex adlayers, respectively, with seg-
ments representing the lattice vectors. The dotted line represent the cutoff for the evaluation of the CTIs. This quantity gives the probability of finding 
a neighboring [8]CPP molecule at a given position on the plane, when the reference molecule is fixed at the origin.

HEXAGONAL HERRINGBONE



Packing strongly affects mobility and its anisotropy

29
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while a displacement of 2 Å produces a dramatical decrease of 
electron transport. In Figure 4b, a rotation of ≈11° (2π/32 rad)  
is enough to reduce the hopping (th) to a value lower than 
1 meV.

These results can be qualitatively rationalized from the shape 
of the highest occupied molecular orbital (HOMO) and lowest 
unoccupied molecular orbital (LUMO)  orbitals for a single 
[8]CPP molecule (see Figure 5). For instance, in the HOMO 
level, the lobes of orbitals show a node every half phenyl 
mono mer unit (see Figure 5a) which translates to the behavior 
of electronic coupling values displayed in Figure 4b. The largest 
electronic coupling arise from the bonding or antibonding com-
binations of these orbitals in a dimer configuration. Another 
situation where the global overlap between the involved mole-
cular orbitals becomes key is for the perfect tubular orientation 
(see Figure 4d). As can be seen in Figure 5, unlike the HOMO 
which is localized on the phenyl carbon atoms, the LUMO level 
presents lobes at the H-edges, which translates to a dominant 
overlap in the LUMO level of the dimer, helping to explain the 
discrepancies between te and th for that case.

3.4.2. Extension to Monolayers

CTI were subsequently evaluated in the adlayers. For both 
studied structures, all unique dimers (192 and 240 for hexagonal 
and concave–convex, respectively) found at a distance lower than 
15 Å were considered for these calculations. For the case of the 
hexagonal structure, just first neighbors are captured with the 
above mentioned cutoff for the CTI. For the case of the concave–
convex structure, up to the third neighbors are included in the 
CTI calculations (see Figure 3). Note that the shortest distances 
between the walls of [8]CPPs oscillates around 3.1–3.4 Å.

The distribution of CTI for the hexagonal structure, shown 
in Figure 6, presents similar values for electron and hole 
transfer integrals. The mean value for th is 48 meV, which is 
slightly higher than the mean value for te of 30 meV, as well 
as its standard deviation (σh = 34 meV, σe = 23 meV, respec-
tively). The CTI values obtained for the hexagonal structure 
lie in a broad range from 1 to 150 meV, which agrees with the 
trends shown in Figure 4a–c. To explain this distribution, we 
calculated the orientation of a CPP molecule in the monolayer 
using the variation of the orientation of the vector (d) formed 
between the center of mass of the molecule and a specific 
carbon atom in the bridge between two phenyl units, i.e., the 
ring. At the beginning of the simulation, the initial configura-
tion is a perfect replica of the hexagonal unit cell. At the end of 
the simulation, the angle formed between the new vector (d′) 
and the initial one (d) spans a range of 15 degrees (from − 7° 
to 7°). These apparently small rotations of one molecule with 
respect to another can actually strongly affect the CTI values, 
as highlighted by Figure 4b, and lead to a broad distribution of 
transfer integral values.

A more complex behavior is obtained for the concave–convex 
structure, for which different neighbors exist depending on 
the crystallographic direction. The CTI values are shown in 
Figure 7, with the contributions for each neighbor plotted 
separately. The tubular configuration that corresponds to the 
second neighbors presents negligible CTIs. This result can be 

explained by invoking Figure 4d, since second neighbors are at 
distances comprised between 9 and 11 Å and thus CTIs tend 
to be zero. Even if (hypothetically) the tubular configuration in 
the HB structure on graphite were found to be identical to the 
one in the tridimensional crystal, these CTI would be low, as 
we show in Figure 4e, since electron couplings are sizable just 
in the case of perfectly aligned tubular structure. Conversely, 
much larger contributions from first and third neighbors are 
found. The concave–convex configuration, that corresponds 
to the first neighbors, presents mean values of CTI for holes 
and electrons of 6 and 10 meV, and σh and σe of 4 and 8 meV, 
respectively. For the third neighbors, mean values for th and te 
are surprisingly rather large: 5 and 16 meV, with σh and σe of 2 
and 7 meV, respectively.

3.5. Charge-Transport Rates and Mobilities

Charge-transport rates were calculated from Equation (1) at 
a temperature of 300 K, with values for λ  taken from ref. [39] 

Adv. Mater. Interfaces 2019, 1801948

Figure 6. Charge transfer integrals distribution for a) holes and b) elec-
trons in the hexagonal structure. All dimers considered were extracted 
from a snapshot from the full-coverage molecular dynamics simulation 
using a cutoff of 15 Å.

www.advancedsciencenews.com
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(281 and 302 meV for hole and electron, respectively). For the 
hexagonal structure, kh and ke are calculated to be comprised 
between 2 × 109–5 × 1013 and 4 × 108–2 × 1013 s−1, respectively, 

considering the lower and higher values obtained for the 
CTI. For the concave–convex structure, kh and ke values range 
between 2 × 107–6 × 1011 and 2 × 107–2 × 1012 s−1, respectively, to 
be again considered as the lower and upper values. To put these 
values in the context of organic charge transport, it is useful to 
compare the rates on [8]CPP monolayers with those calculated 
for some well-known organic molecular semiconductors (e.g., 
pentacene and rubrene): kh and he were calculated for a perfect 
array of cofacial pentacenes to be 3 × 1014 and 1 × 1014 s−1.[61] 
Slightly smaller values are found in the crystalline structure of 
pentacene and rubrene, with values of kh around 1 × 1014 s−1,[62] 
but in both cases these materials benefit from much lower 
values for λ than those found for [8]CPP. Actually, since the 
reorganization energies decrease for longer CPPs compared 
with [8]CPP, e.g., they are about 30% smaller for the case of [12]
CPP versus [8]CPP, one could anticipate better charge-transport 
performances for longer rings if all other factors affecting the 
mobility remain unchanged.

Also note how mobility for the hexagonal structure is 
expected to be isotropic in all in-plane directions, which 
differentiates CPPs from other planar (i.e., lath shaped) organic 
semiconductors such as oligoacenes. To demonstrate this effect, 
we also calculated the angular dependence of the mobility for 
both hexagonal and concave–convex cases with Equations (3) 
and (4). Figure 8 shows the in-plane mobilities for holes and 
electrons, with maximum values of 5.6 and 1.7 cm2 V−1 s−1 for 
hexagonal (or 0.06 and 0.32 cm2 V−1 s−1 for concave–convex) 
configuration, respectively. A quantitative comparison with 
rubrene and pentacene, for which hole mobilities of 23 and 
20 cm2 V−1 s−1 are predicted employing the same method-
ology, suggest that hexagonal monolayers of [8]CPPs could be 
exploited as 2D semiconductors.

4. Conclusions

Computer simulations were used to predict self-assembling 
of thin films of [8]CPPs on graphite surfaces, and to establish 
the structure-property relationship for charge-transport phe-
nomena. A tailored force field was derived and shown to be able 
to reasonably reproduce the molecular structure of an isolated 
[8]CPP, as well as adsorption energy curves and the crystalline 

Figure 8. Comparison of the mobility for hexagonal a) and concave–convex b) configurations, and for both holes (black) and electrons (red). Note the 
different scale of absolute values in the two plots.

Figure 7. Charge transfer integrals distribution for a) holes and b) elec-
trons in the concave–convex structure. Interacting dimers were consid-
ered until third neighbors (as shown in the inset of (a), with first, second, 
and third neighbors represented with the same color code used in the 
plots) and their individual contributions are plotted separately.
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3D self-assembling: mimicking vapor (co)deposition

• A molecule is added to the sample every XXX ps
• Random specie selected with assigned probability
• Random initial position in the xy plane
• Vertical position ~X0 Å above the surface
• Initial velocity  (0,0,-vz) directed to the surface
• high temperature  (500 K)

(0,0,-vz) 

graphene (a flat support surface)



vapor deposition of pentacene on C60

L. Muccioli Adv. Mater. 23:4532 (2011)

p-type

n-type

Non-equilibrium simulations in which new molecules are 
inserted in random positions at fixed time intervals

http://dx.doi.org/10.1002/adma.201101652


Crystal growth of pentacene on silica
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Formation of a crystalline nucleus
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Calculating Ehrlich-Schwoebel barrier

• when crossing a step edge a molecule 
passes through an area with a lower 
number of neighbours

• Ehrlich-Schwoebel barrier:  energy 
required 
going to terrace n to n-1 (downhill)

• very important parameter for growth

want to adopt time scales and system sizes more likely to provide a reliable answer to the questions about the origin of the
thin film polymorph formation. In addition, it will be possible to follow ''in-situ'' the early stages of crystal growth in a
step-by-step fashion, and directly compare with experiments [Shehu10] and kinetic crystal growth theories (see e.g.
references [Markov96], [Hlawacek08]). These theories relate the evolution of the height of the film, its roughness and the
separation between the crystalline island, experimentally measurable with scanning probe microscopies, to some
microscopic parameters, namely the dimensionality, the surface diffusivity of deposited molecules and the so-called
Ehrlich-Schwoebel barrier (ESB, see figure 1) [Ehrlich66]. Simulations allow instead the calculations of these parameters,
hence they can directly compare with theory without using fitting parameters, and test them against the simulation
predictions, identifying possible shortcomings.
While diffusion coefficients are calculated routinely in MD, ESB deserves further discussion. This concept, mediated from
inorganic crystal growth, describes the energy barrier that an atom diffusing on a terrace encounters when it reaches the
step with a lowermost terrace (see figure 1). A high ESB prevents 2D growth and determines a rapid roughening of the thin
film morphology, while low barriers favor a smooth 2D growth. Despite its conceptual usefulness, the ESB barrier is
difficult to measure, and organic molecules present a more complicated picture with respect to inorganic atoms as the
anisotropy of the molecular shape and the molecular flexibility allow for different possible mechanisms for crossing the
terraces; moreover, the ESB has been shown to be thickness-dependent [Zhang09]. ESB has been rarely calculated so far
for organic molecules, and always through energy minimization techniques, whose results are limited by the arbitrariness
of the molecular path chosen [Fendrich06, Hlawacek08, Goose10]. In this project, we will overcome this drawback by
performing free energy driven simulations [Henin10] in which pentacene molecules are forced to move horizontally across
the steps produced with our deposition scheme without any further restriction, and in addition we will address the layer
dependence of the barrier.
Pentacene thin films are used as a semiconductor layer in organic thin film transistors, hence it comes natural that the last
objective of this project is to evaluate the charge carrier mobility as a function of the coverage, which has been recently
measured for several growth conditions [Shehu10]. We are particulary interested in determining the critical coverage to
achieve charge conduction, and to compare the simulation results with percolation theory predictions [Vissenberg98,
Tessler09].
-

Figure 1: Sketch of the growth of a pentacene thin film on silica, illustrating the adsorption and diffusion of molecules
(left). Qualitative topography and energy profiles, with illustration of Ehrlich-Schwoebel Barrier (ESB, right).
-
-
** Workplan
-
* 1) Growth of pentacene thin films on SiO2 [3-6 months]
To avoid constraints to the final crystal structure imposed by periodic boundary condition, an adequately large SiO2
surface will prepared as described in [DellaValle09], sizing at least 15 x 15 nm2 and with a thickness of about 5 nm. This
atomically flat surface is composed of about 315 atoms/nm2, of which the lowermost will be kept fixed during the
simulations, while the ones forming the top thin layer of about 1 nm will be allowed to move and exchange kinetic energy
with the deposited pentacene (about 63 atoms/nm2). The SiO2 atoms and interactions will be modeled with the CLAY force
field [Cygan04], while pentacene will described with the AMBER force field and ab initio-computed atomic charges,
already tested againt experimental pentacene crystal cells [Martinelli09]. The box height will be set to 100 nm, so to allow
space enough for inserting pentacene molecules. The deposition experiment will be carried out with the highly scalable
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Figure 3. Schematic growth morphology for (a) Volmer–Weber,
(b) Frank–van der Merwe, and (c) Stranski–Krastanov growth
modes. Reprinted with permission from [18]. Copyright, c� 1958
Oldenbourg Wissenschattsverlag GmbH.

free energies. The following requirement has to be fulfilled for
any thin-film growth to happen. The sum of the surface free
energy �i between substrate and adsorbate, and � between
the adsorbate and the vapor are smaller than the surface free
energy of the substrate �s [18]. Depending on the evolution of
the change of the surface free energy

1� = � + �i � �s (1)

during deposition, the three growth modes presented in
figure 3 can be distinguished. For 1� < 0 at all times it is
feasible for the substrate to be covered by the adsorbate layer.
This growth mode is usually referred to as Frank–van der
Merwe, layer-by-layer (LbL) or two-dimensional growth. If
1� > 0 at all times clustering will occur. This mode is called
Volmer–Weber, island or three-dimensional growth. If 1� <

0 for the initial deposited layers but changes to 1� > 0 for
subsequently deposited material, the film will start to cluster
after a thin uniform layer has been deposited. This growth
mode is called Stranski–Krastanov growth mode. The latter is
frequently found in inorganic heteroepitaxy for systems with
a significant but not too large mismatch [23]. Unfortunately in
organic thin-film growth, the last two growth modes are much
more common than the desired LbL mode.

The above-sketched thermodynamic description of thin-
film growth is not sufficient if the necessary diffusion
processes are kinetically hindered. A more atomistic approach
that includes the actual pathways is then needed to describe
the observed morphologies accurately [24]. In particular,
interlayer diffusion and the associated barriers play a decisive
role. Ehrlich–Schwoebel or step edge barriers [25, 26],
activation barriers for intralayer diffusion, and the anisotropy
of these properties influence the final morphology. Depending
on the absolute and relative sizes of these barriers, different
morphologies will be found in the resulting thick films.
As a result of the sizable step edge barrier often found in
these molecular films, growth phenomena such as mound
formation and rapid roughening are frequently observed. As
the strong van der Waals interaction—typical for conjugated
molecules—often dominates all other intermolecular and
molecule–substrate interactions, three-dimensional growth is
characteristic for organic semiconductor thin films.

For all the growth phenomena mentioned it is important
to realize that already for one-dimensional molecules at

least two different scenarios have to be distinguished. A
smooth film grown in LbL mode might be useful for OLED
applications when formed from flat-lying molecules. On the
other hand, if the molecules have an upright orientation,
already a small number of layers grown in LbL mode at the
gate dielectric will yield a decent performance in an OTFT
configuration. The reason that a small number of layers will
suffice is related to the fact that all important charge transport
processes are confined to the first 2 ML [27].

While many studies focus on the submonolayer regime
and interpret the behavior of individual molecules, we follow
a mesoscopic approach. This is justified by the fact that the
behavior of larger ensembles of molecules allows one to infer
information about the molecular level processes [1, 5]. In
addition, the investigated mesoscopic size range correlates
well with the final device dimensions. The relevance of
different changes in the properties at this mesoscopic length
scale can thus be directly related to the device performance.

1.1. Organic semiconductors

The conductivity of organic crystals had been studied already
in the early 20th century [28, 29]. However, only with
the discovery of electroluminescence did these materials
receive additional attention from the semiconductor research
community [30, 31]. Inspired by the Nobel prize awarded
for the work of Heeger, Shirakawa, and MacDiarmid in the
1970s, many researchers focused on conjugated polymers,
which exhibit good conductivity if prepared properly [32].
In the 1980s, organic heterojunctions [33] and organic
thin-film transistors [34–36] were demonstrated. The final
breakthrough happened after the realization of high-efficiency
electroluminescence from organic light emitting diodes built
both from polymers [37, 38] and oligomers [39, 40].
Nowadays, organic semiconductors are either already used or
are about to enter the market soon in countless applications
such as large-area lighting, flexible solar cells, and displays.
These devices are based on the integrated use of OLEDs,
OTFTs, sensors, and organic photovoltaic cells [41–45].

With respect to their growth behavior, organic semicon-
ductors are of interest for several reasons. As described above,
classic surface science treats zero-dimensional particles with
a few exceptions such as Si dimers [46]. The extended shape
of the used molecules not only allows them to adopt different
orientations in space but also influences the way they interact
with the surroundings. It is the extended electronic system
that is responsible for the large intermolecular forces. The
underlying van der Waals forces are small for the individual
constituting atoms but can add up to a few eV for the
entire molecule. The extended electronic system also helps
to smoothen the effective corrugation of the substrate. The
molecule averages over many possible atomic adsorption
sites to find the molecular adsorption site with the minimum
energy. Directly related to this is a large number of internal
vibrational degrees of freedom [47, 48]. These have to be
considered when discussing the interaction at interfaces.
These interfaces can occur between the condensed phase and
the 2D or 3D gas phase, but can also be boundaries between
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Ehrlich-Schwoebel barrier for pentacene on silica

known polymorphs, within 2% for the lattice vectors, a and b,
and the interlayer spacing d, quantifies the accuracy of the
force field. The cell parameters obtained for the two MLs
deposited on SiO2 are slightly different from each other and
broadly consistent with those of the two bulk phases. The
polymorphism of pentacene, especially when crystals are grown
from vapor on amorphous SiO2, is a long-lasting issue that
triggered much experimental44−48 and theoretical work.34,49−51

Most recent experiments showed that both TF and HT
polymorphs can grow on SiO2, with a layer-by-layer growth of
the (metastable) TF phase at high rates and a three-
dimensional growth mechanism leading to the formation of
the HT structure above a critical thickness of 30 ML.48

Notwithstanding such a complex scenario, governed by
phenomena characterized by length and time scales largely
exceeding those attainable in our simulations, we emphasize
that our high-temperature, high-rate of deposition simulations
are able to correctly describe the layer-by-layer growth of the
first MLs yielding a realistic molecular packing.
The intermediate steps of the deposition protocol provide

realistic morphologies of growing crystalline islands, which are
employed in the following for the calculation of the step-edge
or Ehrlich−Schwoebel barrier. ESB has been rarely calculated
so far for organic molecules, and most often through energy-
minimization techniques, whose results are limited by the
arbitrariness of the molecular path chosen,12,17,52 do not
include entropic effects,37 and therefore are sometimes
contradictory or at variance with experiments. A paradigmatic
case is that of sexiphenyl, for which the barrier is extremely
sensitive to the tilt angle of the monolayer, going from 6 to 15
kcal/mol12 for tilts of 43° and 17°, respectively,12 and for
which a wide range of values is obtained by varying the
calculation method.12,17 The drawbacks of energy-minimiza-
tion schemes is overcome here by performing free-energy
driven MD simulations53 at room temperature, in which a
pentacene probe molecule is pushed by a biasing force to move

across the steps without any further restriction on its pathway.
The calculations were performed at terrace edges of ML1 and
ML2, corresponding to the growth of pentacene on SiO2
(submonolayer coverage, Figure 3a) and of pentacene on ML1
(coverage between 1 and 2 MLs, Figure 3b). The results of this
procedure are the maps shown in panels e and f of Figure 3,
representing the free-energy landscape experienced by the
pentacene probe molecule across the step edge. The vertical
positions at which the free energy is minimized at a given (x, y)
coordinate instead give rise to the topography maps (panels c
and d). The free-energy maps are clearly correlated with the
topography, with two distinct regions above and below the step
(left and right side of the maps, respectively). The minimum of
the free energy is found near the boundary between the two
regions and, as expected, corresponds to the lattice site at the
step where the probe molecule would like to insert,
contributing to the island growth. For ML1, we observe that
the probe molecule gains 5−6 kcal/mol when reaching this
favorable site from the top of the ML1 terrace (points at the
very left of Figure 3e), while the stabilization is larger for
molecules diffusing on SiO2 (points on the very right side of
Figure 3e), confirming that the adsorption energy of pentacene
is larger on ML1 than on silica. We note that, contrary to that
discussed in ref 32, there does not seem to be a (reorientation)
barrier for approaching the step edge from the bottom layer; in
other words, it is always possible to follow a path downward in
energy toward the minimum moving toward the upper terrace
edge (from the right to the center of the maps). We conjecture
that the slower growth of ML1 and the higher nucleation
density reported for pentacene on silica with respect to higher
monolayers32 could be instead attributed to the larger
roughness of the SiO2 potential energy surface with respect
to the ones of the monolayers, which would hamper the
diffusion of organic molecules forced to undergo multiple
trapping−detrapping steps.

Figure 3. Spacefill representation of the terrace edges (a and b), topographic maps (c and d), and free-energy maps (e and f) for the displacement
of a pentacene molecule across preformed step edges of ML1 (left panels) and ML2 (right panels).
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When the probe molecule is displaced from the top
monolayer toward its edge, an energy barrier is instead evident
in both MLs (Figure 3). This is indeed the step-edge ESB
barrier, which determines the downward rate of pentacene
molecules and the growth mechanism itself, and it is
represented in a more concise way in Figure 4, where all

possible different pathways in Figure 3e, and f and Figure S7,
corresponding to additional sampling regions, have been
averaged and plotted versus the distance of the molecular
centroid from the step edge. Two main fundamental pieces of
information arise from this analysis: The first is that the barrier
is not sharp but it extends inside the terrace, over a distance
comparable with the molecular length; conversely, the energy
drops very quickly after reaching the maximum value. The
second insight concerns the magnitude of the barrier, which is
clearly layer-dependent and amounts to approximately 1.3
kcal/mol for ML1 and 2.2 kcal/mol for ML2. We attribute this
increase, observed also experimentally for di-indenoperylene,16

to the rougher topography of the silica surface with respect to
ML1, which translates also into a higher positional disorder at
the terrace edge and finally to a less sharp and well-defined
barrier. Concerning the ESB for pentacene on pentacene, the
value here predicted for ML2, ΔG = 2.2 kcal/mol for ML2, is
as expected lower than that obtained by Clancy and co-workers
with more constrained computational schemes (6−7 kcal/
mol17) and in good agreement with the value of 1.6 kcal/mol
obtained by Malliaras and co-workers by fitting real-time X-ray
scattering spectra with a distributed growth model.54 Actually,
in ref 54, the above-mentioned barrier was obtained for the
third monolayer and upward, with undetermined values for
ML1 and ML2; similar outcomes were reported for
indenoperylene.16 These findings suggest that for the first
few monolayers, notwistanding the abundant evidence of a
quasi Stranski−Krastanov type of growth for pentacene,55−58

and then of the existence of a nonzero ESB, the experimental
determination of the barrier is particularly challenging. Our
unbiased free-energy simulations offer then a valuable and
independent estimation of this important growth parameter,
with magnitudes consistent with the observed layer-by-layer
growth.

In summary, the molecular resolution provided by MD
simulations allowed the observation of specific features of the
growth of pentacene on amorphous silica. The first one is the
presence of an interface layer of molecules lying flat below the
first crystalline monolayer. This layer does not cover uniformly
the substrate and is composed of immobilized molecules that
are positioned on surface sites with high interaction energy.
Indeed the SiO2 potential energy surface, albeit less attractive
for pentacene molecules with respect to the one of the first
monolayer, is rougher and favors molecular trapping. Another
important observation is that the formation of crystalline
islands develops in two separate nucleation and growth steps:
In the first, long-living, partially diffusing aggregates of a few
flat-lying parallel molecules form and grow. In the second step,
occurring at a critical size that is layer- and substrate-
dependent (about 100 and 30 molecules for ML1 on SiO2
and ML2 on ML1, respectively), a lying-to-standing transition
occurs, accompanied by the onset of crystalline order; after
that, the growth proceeds via attachment of incoming
molecules at terrace edges as in standard nucleation and
growth models. These observations then call for a refinement
of such models that were originally derived for simpler atomic
systems, in which shape anisotropy and flexibility are irrelevant
factors. Free-energy calculations were employed to measure
the kinetic barrier for the descent of realistic step-edge
morphologies obtained from MD deposition simulations. We
found that, much as for the critical nucleus size, the step-edge
barrier is remarkably layer-dependent and connected to the
positional order at the terrace step, with higher order giving
rise to a larger barrier. The overall agreement obtained with
available experimental data for pentacene suggests that the
proposed methodology could be successfully applied to other
organic materials, also in a predictive perspective. Molecular
dynamics simulations of crystal growth can indeed provide
microscopic information that is hardly accessible experimen-
tally and contribute to the design of improved growth models
faithfully describing the fascinating process of organic crystal
growth.

■ COMPUTATIONAL METHODS
All molecular dynamics simulations were run with the open
source program NAMD 2.11,59 at constant volume and
temperature, and adopting 3D periodic boundary conditions
both for slab and actual 3D geometries. Pentacene was
deposited on a 15 × 15 nm2 silica surface, at the rate of one
molecule every 250 ps, closely following the nonequilibrium
scheme described in ref 21. The deposition simulation was
performed at a temperature of 500 K, a value that is
considerably higher than those normally employed in
deposition experiments but well within the range of
thermodynamic stability of solid pentacene. The high temper-
ature was purposefully adopted as a means to speed up
molecular motion, in order to compensate for the unrealisti-
cally high deposition flux and to allow the observation of
nucleation and growth in a time scale accessible to atomistic
simulations. SiO2 was modeled with the CLAY force field,60

while pentacene with the generalized AMBER force field61 and
ab initio atomic charges;22 standard Lorentz−Berthelot mixing
rules were used for Lennard-Jones interactions. The free-
energy landscape experienced by a pentacene molecule in the
proximity of step edges was calculated at 300 K with the
adaptive biasing force (ABF) algorithm.53 Adsorption free
energies were calculated with a very similar scheme, on

Figure 4. Plot of the average free energy versus the distance from the
edge step for the center of mass of pentacene molecule moving either
on top of ML1 (blue) or ML2 (red), highlighting the existence of a
step-dependent energy barrier. Line widths correspond to standard
deviations calculated along all different possible paths.
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Self-assembled monolayers
Efficient coatings for inorganic surfaces

Critical parameter in self 
assembling is the coverage
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Simulations of “standard” SAMs on silica

37

formation of deep traps and in turn increases the charge carrier
mobility in the semiconductor.6 On the other hand, much less
attention has been paid to the nonideality of the SAM−
semiconductor interface (coverage, composition, roughness,
defects) and to the relationship between the local structure of the
SAM and the electrostatic potential at the surface. This is because
the nonideality of the SAM−semiconductor interface cannot be
captured entirely by quantum chemistry calculations based on
small-sized periodic cells; it is also difficult to be probed
experimentally since it requires an array of different comple-
mentary techniques.25

To account for thermal and structural disorder from a
computational point of view, in particular for quantitatively
predicting the change in surface potential induced by the SAM, it
is necessary to resort to classical models that allow simulating
sufficiently large structures (composed at the very minimum by
hundreds of molecules).26,27 By employing the atomistic
molecular dynamics technique, we investigate and compare the
microscopic structure of two popular SAMs with different
polarity, formed by either n-octadecyltrichlorosilane (OTS) or
perfluorodecyltrichlorosilane (FDTS) (Figure 1). The recent

simulation literature on octadecyl SAMs on metal surfaces is
quite abundant, in particular with many studies by Saha and co-
workers describing the SAM stability and its dynamics at different
partial coverages on gold substrates.27−31 Turning to SiO2
surfaces, alkoxysilane-coated SiO2 nanoparticles have been
simulated both in vacuum32 and in alkane solvents;26 Ewers
and Batteas also studied functionalized silica interfaces, focusing
on themodification of friction and attractive forces introduced by
OTS coatings.33,34 Regarding flat SiO2 surfaces, Castillo et al.
studied OTS and the shorter dodecyl-TS on cristobalite at
different coverages;35 Black et al. performed a very similar
investigation by employing a reactive force field which allows
bond breaking and forming, to mimic the SAM formation
process,36 but obtaining tilt angles quite far from experimental
estimates. Contrary to OTS, fluorinated SAMs were less studied,
with a main focus on wetting and friction properties,37−40 and
their structure on SiO2 was never investigated in detail. The
interest in the molecular arrangement at the interface is however
rising because of many possible applications beyond micro-
electronic devices,41 ranging from corrosion prevention to self-
cleaning antifouling treatment.42

To fill this gap, we present in the following detailed structural
models of self-assembled monolayers arising from substituted
alkylsilanes grafted on amorphous silicon oxide surfaces,

extending our previous study on the electrostatic effects of
these SAMs on transistor characteristics.20

■ COMPUTATIONAL DETAILS
The bulk structures of amorphous silica and the surface silanol
groups were described with the Clay force field,43 which was
shown to reproduce accurately the structure of water/quartz
interface.44 OTS and FDTS molecules were described with the
classic AMBER force field,45 except for the van der Waals
parameters for fluorine atoms, for which we adopted the Mod-
OPLS force field by Song et al.46 Torsional parameters and
atomic charges for OTS and FDTS were derived from quantum-
chemical calculations carried out with the Gaussian09 code47 at
the wB97XD/aug-cc-pVTZ level of theory.48 The torsional
potentials for −Si−CH2−, −CH2−CH2−, −CH2−CF2−, and
−CF2−CF2− rotations were calculated at the same level and
implemented into the force field as described in ref 20.
An overview of the methodology used to create a computer

model of SAM is given in Figure 1 and can be summarized as
follows. A model slab of amorphous silica composed of about
30 000 atoms, with surface sides measuring about 90 × 75 Å, a
thickness of 67 Å, and a box vertical dimension of 200 Å, was
prepared according to the procedure described in ref 50. The top
surface was then hydrated by adding water molecules. A code
developed in our group was used to carry out this step, which
involves locating unsaturated oxygen and silicon atoms on the
surface and capping them with H or OH groups, respectively.
The hydrated surface obtained in this way was annealed at 300 K
for about 20 ns in NVT conditions until energy equilibrium was
reached.
After this step the surface is characterized by an irregular

distribution of silanol groups, similarly to real amorphous silica
surfaces. Note that this model is different from those relying on
crystalline silica structures (as for instance in ref 35) since it takes
into account surface roughness and local chemical inhomogene-
ities. Indeed, recently some of us have shown that thin films of
the nematic liquid crystal 5CB align differently at the interface
with crystalline (cristobalite) versus amorphous silica surfaces.50

This finding shows that even tiny differences in the morphology
of chemically identical substrates produce dramatic effects on an
overlying molecular film and consequently that cristobalite could
not be an appropriate model for amorphous silica.
The hydroxylated substrate of amorphous silica was used to

construct five samples of OTS and four of FDTS SAMs by
simulating the grafting of individual molecules to silanol (Si−
OH) groups on the surface. We had in mind the experimental
process of the monodentate, non-cross-linked SAM formation51

beginning with the reaction between a trichlorosilane derivative
and the hydroxylated surface of amorphous silica, followed by
hydroxylation of the remaining chlorine atoms.52−55 As a result,
the alkylsilane groups are fully hydroxylated and bonded to the
silica surface by single Sisurf−OSi(OH)2R bonds, with R being the
alkyl chain.
In our approach, every silanol group SiOH selected for

reaction with the SAM was replaced by a Si atom and a
OSi(OH)2R residue. The SAM was therefore composed of
molecular ions, each with the formal charge of the replaced−OH
group (−0.525 e in the Clay FF, which we distributed evenly over
the three oxygens), so as to maintain the charge neutrality of the
whole slab. No covalent bond was specified between the Si atom
and the oxygen of the OSi(OH)2R residue. However, the
electrostatic and Lennard-Jones interactions between the SAM
oxygen atoms and the Si atoms of the silica surface are sufficiently

Figure 1. Top: main steps for the preparation of a computer model of
SAM on silica: (1) a thin slab of amorphous SiO2 is cleaved from a glassy
solid; (2) the surface is hydrated by adding an integer number of water
molecules; (3) the surface is annealed at 300 K; (4) the−OH groups are
used as starting point to graft alkyl silanes. Bottom: chemical structure of
the two self-assembled monolayers studied in this work.49
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strong (similar to those between Si and O silica atoms) to keep
the molecules adsorbed, while leaving them with enough
mobility to reach a convenient docking site during the MD
simulations and hence to self-assemble. Actually, at the coverage
and surface area we simulated, no empty space on the surface
appears, and the lateral movement of SAM molecules after
equilibration is limited to fluctuations of a few tenths of
angstrom.
The coverage of the resulting SAMs ranged from 2.5 to 4.5

molecules/nm2. The samples with the highest surface density,
that is, 4.5 molecules/nm2 for OTS and 3.8 molecules/nm2 for
FDTS, correspond to a defect-free, closely packed system. Only
for these two samples, the initial structure was built by replicating
a SAM crystal cell (inferred from the simulations at lower
coverage) on the amorphous silica slab. The range of coverages
considered is consistent with the experimental one of 3.1−5.3
molecules/nm2 reported for a SAM at full coverage.6,56,57

MD simulations of OTS/SiO2 and FDTS/SiO2 samples were
carried out in the NVT ensemble. The SAM and the upper layer
(∼15 Å) of the SiO2 slab were subject to thermal motions while
silicon and oxygen atoms in the bottom part of the slab were kept
frozen to save computing time. First, the systems were annealed
at 400 K for about 200 ns; subsequently, they were cooled to 300
K, and once thermal equilibriumwas reached (in about 100 ns), a
production trajectory of 60 ns was produced for each sample.

Molecular dynamics simulations of SAM/SiO2 were carried out
using the program NAMD.58

■ RESULTS AND DISCUSSION
Overall Structure of the Self-Assembled Monolayers.

In order to introduce some of the aspects discussed in the
remainder of the paper, we start by inspecting a few typical top-
and side-view snapshots of OTS and FDTS SAMs shown in
Figure 2 as a function of the surface coverage. Without going into
details, it is apparent that (i) OTS and FDTS have in some
degree a different structure, (ii) OTS appears to be tilted, (iii)
coverage does play a role in determining the film roughness and
morphology, and (iv) some crystalline hexagonal positional
order is always present, at least in a fraction of the sample. For
achieving a more quantitative information on the SAM structure,
we show in Figure 3 (top panels) the linear density profile across
the films, from which it becomes apparent how alkyl chains
exhibit a much lower density with respect to fluorinated ones, not
surprisingly considering the bulk densities of the corresponding
alkanes and perfluoroalkanes (liquid octadecane has a density of
about 0.78 g/cm3 at 25 °C and perfluorodecane of 1.77 g/cm3).
However, the local densities reached at high coverages by the
SAMs appear to be higher than those of the corresponding
liquids, suggesting the presence of dense solid-like packing. It is
also worth noting how the monolayers become more uniform at

Figure 2. Lateral and top views of OTS and FDTS SAMs on silica at different surface coverages. Atoms are represented as spheres and colored according
to the element: red/oxygen, yellow/silicon, gray/carbon, white/hydrogen, green/fluorine.
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disorder moving toward the free surface. FDTS instead has a very
peculiar trend due to the shift from H-substituted to F-
substituted carbons (bonds 1, 2, 3); proceeding along the
chain, the order parameter is low for the methylene carbons, and
then it suddenly increases for fluorinated carbons and decreases
smoothly getting close to the surface. The alternation behavior
found for OTS is here absent, as expected from the−CF2−CF2−
torsional potential. Despite the differences in the local order
along the chain, we underline that for both SAMs we observe a
strong effect of coverage on the bond order parameter, associated
with the decrease in the tilt angle and the simultaneous increase
of the overall orientational order at increasing coverage. The high
orientational order parameters at high coverages and the
snapshots in Figure 2 suggest the presence of positional order
in the SAMs. For assessing it, we calculated the two-dimensional
radial distribution function in the x,y plane for the different
samples, as shown in Figure 6. In practice, this quantity is
proportional to the probability of finding the center of mass of
neighboring molecule at a given position on the plane, while the
reference molecule center of mass is fixed at the origin. Figure 6
clearly shows how hexagonal order is progressively growing at
increasing coverage, for both SAMs, and that some local order is
present also at low coverages. The positional order decreases
rapidly with distance, hinting to a short translation correlation
length as also reported by Whitesides and co-workers (45 Å59).
The experimental hexagonal lattice parameter measured by

grazing incidence X-ray diffraction for alkylsilanes is on the range
of α = 4.1−4.3 Å,25,73−75 corresponding to values of the in-plane
scattering vectors q⊥ = 2π/α = 1.46−1.53 Å−1 and to an
intermolecular in-plane distance of d = 2α/√3 = 4.7−5.0 Å.
Actually, there is a lot of debate over these apparently small
variations in the hexagonal lattice parameter: Ulman proposed
the spacing, and the tilt angle as well, to be dependent on the
axial/equatorial position of the Si−OR bond.65 Fontaine et al.76

suggested that it is the formation of siloxane bonds (Si−O−Si)
between the SAM molecules which is responsible for the
reduction of d from≈4.8 to≈4.3 Å. Wang et al.51 suggested that
in the case of cross-linking an even lower intermolecular distance
of d = 4.1 Å is achieved, together with an increase in the tilt of the
SAM chains. On the simulation side, thioctadecanethiol on Au
showed an average sulfur−sulfur distance of d = 4.8 Å for partial
coverages,29 decreasing down to d = 4.5 Å at full coverage.30

As our simulations refer to an ideal situation where inter-SAM
siloxane covalent bonds are not formed, our calculated in-plane
intermolecular distance of d = 5.08 Å (α = 4.4 Å), obtained from
the analysis of the distance from the origin of the first neighbor
peaks of in-plane radial distribution in Figure 6, matches well

with the largest values reported in the literature. For FDTS we
are not aware of experimental data on SiO2, but the calculated
value of d = 5.62 Å (α = 4.87 Å) is consistent with reported
packing distances for partially fluorinated alkanethiols on GaAs
and on Au(111)/mica (d = 5.7 and 5.9 Å, respectively70,77).

Charge Density. Aside morphological changes, the
introduction of a SAM on top of an insulating oxide also
modifies the charge density at the interface, with important
effects on the performance of SAM-based devices, as discussed in
the Introduction. Here we start by analyzing the electron charge
density, which can be accessed experimentally by complex
analysis of X-ray reflectivity measurements, but that is very
simple to calculate fromMD simulations trajectories, as it is given
by the sum over space of the atomic numbers minus the partial
atomic charges. Actually, the measurement of the electron
density is often exploited for assessing the quality of the film and
for providing an estimation of the layer thickness, rather than for
being correlated with device performances. Experimental SAM
electron densities invariably appear to present a monotonic
decreasing profile which possibly depends on the fitting model.
We see from Figure 7 that this is not always the case: at high
coverages and in particular for FDTS, after the SiO2 plateau at
density equal to 0.7 e/Å3, there exists a neat peak associated with
the well-formed crystalline monolayers. Apart this peculiar
feature, the calculated electron density profiles are very similar to
experimental ones available in the literature.59,60,75,78 It is worth
noting that MD has a better resolution than X-ray reflectometry
measurements, suggesting that the synergistic combination of
the two techniques could advance the state of the art of electron
density measurements in thin films.
To complete our discussion, we calculated the total charge

density as the histogram of atomic partial charges averaged in
vertical slabs parallel to the silica surface. From this quantity, the
potential (or the electric field E(z)) can be accessed by applying
the one-dimensional Poisson equation and numerically integrat-
ing twice (once) the total charge density along the z direction,
with boundary conditionsV(0) = 0 and E(0) = 0, and by taking ϵ0
= 1 as customary in molecular dynamics simulations:
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∂

= −
ϵϵ

V z
z
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Figure 7. Electron density profile for OTS (left) and FDTS (right) at different coverages. Blue dots and green squares correspond to experimental data
from refs 60 and 78.
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In practice, the simulated sample is treated as an infinitely
extended bidimensional layer of point chargesan assumption
that is valid only at short distances from the surface,79 e.g., the
distances experienced in a thin film of semiconducting molecules
deposited on top of the SAM. In the case of the infinite 2D layer,
the potential is expected to fluctuate inside the layer and to reach
a constant value on the two sides, as nicely discussed by Heimel
and co-workers.79 The shift ΔV in electrostatic potential
produced by the SAM is then calculated as the difference
between the plateau value of the potential on top of the SAM and
the same quantity obtained for the bare SiO2 surface (see
Supporting Information for details).
The estimates given by this methodology are approximate

because polarization effects are neglected,80 as the atomic point
charges of the force field are fixed in time; however, the results
shown in Figure 8 are consistent with the fact that OTS has an

almost zero vertical component of the molecular dipole, while
that of FTDS points toward the silica surface. Calculations
carried out at the wB97XD/aug-cc-pVTZ level for RSi(OH)3
give a longitudinal dipole of 3.8 D for FDTS and a lateral one of
1.3 D for OTS. In order to measure the effective interface dipole,
we took advantage of Helmholtz equation79 and computed it as
μz = ΔVϵ0/C where C is the coverage. These dipoles, plotted in
Figure 8 as a function of the coverage, are almost negligible for
OTS and range from −0.8 to −1.5 D for FDTS. It can be then
concluded that the differences in electrostatic potential originate
both from the different intrinsic dipole moment of the two SAMs
and from the absence of tilt for FDTS that allows for the
molecular dipole to be normal to the surface. From Figure 8 it can
be noticed that as indicated by the corresponding surface dipoles,
these effects translate in an almost null and coverage-
independent potential shift for OTS SAMs, and in a negative
and coverage-dependent voltage for FDTS, reaching about −2 V
at dense coverage. A similar difference between OTS and FDTS
(2.5 V) was measured by Kelvin probe force microscopy on
Al2O3.

81 It should be however kept in mind that, as nicely
illustrated experimentally by Aghamohammadi et al.81 and
theoretically by Mityashin et al.,20 the shift in surface potential
that we are discussing here and the SAM-induced threshold
voltage shift measured in transistors are quantities that are
correlated, but not necessarily coinciding, with the roughness of
the potential energy surface and the thickness of the dielectric
also playing an important role in determining the final value of
the threshold voltage.

■ CONCLUSIONS
In this study we presented the application of an atomistic model
for self-assembled monolayers which does not require an explicit

bonding term between the substituted alkylsilane derivatives and
the amorphous silica support. This model allows for the self-
organization of molecules while retaining the correct bond
distance at the SAM/support interface. We applied it to the
prediction of the morphology of octadecylsilane and perfluoro-
octylethylsilane SAMs as a function of surface coverage.
For both SAMs, standard physical observables such as density

of packing, thickness of the monolayer, tilt angle of molecules,
and crystal structure are in excellent agreement with the large set
of experimental data available in the literature. The computed
profiles of electron density are also consistent with those
obtained from X-ray reflectometry measurements, with the
notable difference of having a higher resolution than experi-
ments; we hope that this information will stimulate the use of
more complicated functions for the modeling of experimental
electron density profiles.
Regarding the SAM structure, we found that the orientational

order of the molecules within the monolayer is strongly
dependent on surface coverage, with the presence of a disordered
phase at low coverage (<3.2 molecules/nm2 for FDTS and <3.6
molecules/nm2 for OTS) and an ordered phase at high coverage.
The ordered phase is also characterized by the presence of local
hexagonal crystalline domains that merge at full coverage. In
addition, the structural analysis underlines the two main intrinsic
differences between OTS and FDTS SAMs: due to the different
torsional potentials, the former molecules are tilted while the
second are vertical with respect to the surface. Furthermore, this
difference in the tilt angle, together with the higher electro-
negativity of fluorine with respect to hydrogen, is reflected in the
charge density profile, which yields an almost zero shift of the
electrostatic potential with respect to the bare silica surface for
OTS and a coverage-dependent, negative shift of 1−2 V for
FDTS SAM. We hope that this prediction will help clarifying the
role of SAMs in organic-field effect transistors.
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Prototype model for photoswitchable transistors and sensors
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SAMs formed by long alkyl chains [30–32], no longer-range positional order is present in any of the samples: all
SAMs have a liquid-like structure from this point of view.

3.2. Effect of a graphene layer on SAMstructure
The addition of the graphene layer on top of the SiO2/SAM systemproduces significant changes in the
morphology of the 2.4molecules nm−2 SAM (table 2), namely: (i) a decrease in the thickness of the SAM, (ii) an
increase in the value of the tilt angle of its constitutingmolecules and (iii) a decrease of the roughness. In practice,
the strong interactionwith graphenemakes the SAM to some extent flatter, denser and smoother. Accordingly,
the distribution of tilt angles becomes narrower and shifted to higher angles (figure 2, dashed lines). These
differences are additionally illustrated by the density profiles across the SAM in absence and presence of
graphene (figure 3), which exhibit a sharp peak at the interface with graphene as compared to the smoothly
decreasing profile at the interface with vacuum.Q2

The effect of adding graphene on top of themore compact 2.8molecules nm−2 layer is less significant with
respect to the 2.4molecules nm−2 case, as evidenced by the reduced variations of the tilt angle distribution and
the density profiles, the higher density ofmolecules in thismonolayer preventing from larger adjustments of its
morphology.

3.3. Photoisomerization of the SAM
Starting from the equilibrated all trans samples at 2.4 and 2.8molecules nm−2 coverage toppedwith graphene,
the photoswitching of the SAMswas performed (see themethod section) until convergence at a final
isomerization yield of 86% and 82%, respectively (figure S7). Variations in the thickness of azobenzene SAMsof
about 4–7 Åwhen going from trans to cis isomer have been reported by experimental and theoretical studies
[58, 59], however in our case we do not observe such amarked difference, with a diminution of only about 1 Å
(which increases to 2 Å in absence of graphene). This discordance can be attributed to the rather flexible
molecular structure of the specific azobenzene derivatives investigated here (Scheme 1), that allows for local
conformational deformations, as well as to the relatively disordered packing of the SAMs. To confirm this
interpretation, wemonitored the change upon isomerization of the orientation for the twomolecular fragments
at the two ends of the azo group, whose tilt angles with respect to the surface normal are respectively defined by
segments 1 and 2 (figure 4). As shown infigure 4 for a coverage of 2.4molecules nm−2, while the segment 1
exhibits a tilt angle on average smaller than the one in the all trans SAM, the upper part of themolecule (segment
2) ismore tilted in the cis layer. The combination of these two contrasting effects produces a similar thickness for
the all trans and photoisomerised SAMs.

The distribution of tilt angles for segment 2 is rather broad but presents a peak at large angles, indicating that
a substantial fraction of SAMmolecules have their terminalN-biphenylmoiety parallel andπ-stacked to the
graphene layer. This feature also translates into a sharper peak in themass density of the sample at the interface
with graphene (figure 3). Similar but lessmarked changes are observed at 2.8molecules nm−2 coverage.We
investigated alsowhether the probability of photoisomerization depends on specific positions on the surface,
and in particular on the closeness of already isomerized cis-molecules. Long-range cooperative switching has
been experimentally and theoretically demonstrated for azobenzene-based SAMs, and associatedwith the
rigidity of the aromatic backbone, high order, tight packing andπ–π interchain interactions [8, 9, 60], which
hinder isomerization unless available space and disorder is created by a neighboring cis-molecule [35]. In our
samples, instead, we did not observe any spatial correlation in the bending direction of the switchingmolecules
(figure S8), probably because of the absence of longer-range positional order in the SAM studied here, which is
based on rather flexiblemolecules/anchoring groups.

Figure 3.Density profile of the all trans SAM in absence (purple line) and presence (green line) of graphene, and of the
photoisomerised SAMwith graphene (gray dashed line), for coverage of 2.4molecules nm−2 (left) and 2.8molecules nm−2 (right).
The origin of the z axis corresponds to the bottom surface of the SiO2 slab.
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constant of 3 to account for screening effects, would yield a change in electrostatic potential of−0.53/
3≈−0.18 V, still a significant number.

3.5. Charge transport in the graphene layer
The formation of electron- and hole-rich regions in graphene (‘puddles’, [64]) is believed to be triggered by the
presence of Coulomb impurities associatedwith the underlying silica surface. The puddles are naturally built-in
fromour atomistic simulations, as it can be appreciated from themap of the in-plane electrostatic potential
shown infigure 6, generated using silica and SAMpoint charges. Conversely, sincewe used fixed point charges,
electronic polarization and in particular depolarization effects that occur in surfaces where themolecular dipoles
are aligned parallel [65, 66], are not explicitly accounted for. These effects, on the one hand, produce a screening
of the electric charges which ismacroscopically represented by a dielectric permittivity εr higher than unity
(close to 3 for azobenzene derivatives [67]) and, on the other, depend nonlinearly onfilm thickness, with very
thinfilms producing a reduced screening [65].

We then opted for comparing the two limiting cases of εr=1 (unscreened SAMand SiO2 charges) and
εr=3, (bulk-like screening) in the charge transport simulations. In thefirst case we used the electrostatic
potentialmaps for cis and trans as calculated from theMD simulation trajectory, while in the second case all
valueswere scaled down by a factor 3. In order to characterize quantitatively the spatial inhomogeneity of the
electrostatic potential, we plot infigure 7 the distributions of the unscreened electrostatic disorder sampled in
the graphene plane, together with the corresponding distance-dependent spatial correlation functions, for the

Figure 6.Electrostatic potential (V) of SiO2+SAMon graphene calculated for the 2.4molecules nm−2 sample in all trans (left) and
86% cis (right) conformations.Mapswere computed bymoving a positive test charge at the positions of graphene atoms and taking
themean value as zero of the potential scale. Black dots show the position of graphene carbon atoms. Values are averaged over 10MD
configurations.

Figure 7.Graphene in-plane distribution of the electrostatic potential for (left) trans- and (center) cis-conformation of the azobenzene
molecules (with εr=1). Both distributions have been centered at zero to highlight the electrostatic disorder; themean values of the
potential are 0.47 V (−0.06 V) for the trans (cis) layer. The solid lines are the original distributions, while the color bars are
distributions of the generated uncorrelated disorder (100%). The distance-dependent spatial correlation function is shown on the
right.
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cis- and trans-azobenzene SAMs: in both cases, we observe a broad gaussian-like distributionwith standard
deviation of about 0.58 eV. Taking into account the screening, these values further decrease to 192 mVand
195 mV, respectively, on the order ofmagnitude of experimental observations of∼100 mV [68]. As expected
from its electrostatic nature, the disorder shows rather long-range spatial correlationwith a characteristic scale
of about 40 Å for both systems (right panel offigure 7), with (small) deviations in the shape of the curves upon
photoswitching. Therefore, photo-isomerization affects both themagnitude of the electrostatic disorder
togetherwith its shape, as well as the spatial distribution of the disorder associatedwith the presence of electron-
hole puddles. The interplay between these effects is interesting by itself and deserves an additional discussion.

To elucidate the impact of each contribution, we introduced an additional realization of the disorder,
namely, spatially uncorrelated (random) disorder, used thereafter for the sake of reference. First, we observe a
dramatic impact of the electron-hole puddles on the electronic structure of the graphene layer, as pictured from
theDOS infigure 8 (left).More specifically, relative to pristine graphene, the presence of uncorrelated disorder
smears out the vanHove singularities but has limited impact in the vicinity of theDirac point. In contrast, for the
same value of standard deviation, the use of correlated disorder, as provided by the FF simulations, entails a
much higherDOS in a small energywindow around theDirac point. The presence of the spikes on theDOS

Figure 8. (Left) density of states (DOS) of graphene and variations induced by the presence of cis-azobenzene SAMwith completely
random (rand) or correlated (corr) electrostatic disorder for εr=1. (Center) effect of the screening on theDOS of cis- and trans-SAM.
(Right) convergencewith simulation time of the diffusion coefficients close to theDirac point (0 eV) for εr=1.

Figure 9. Spatial distribution of one-electronwavefunction, y∣ ∣2 (green color, isosurfaces are encompassing 90%of y∣ ∣2) at 3.3, 30,
and 53 fs, respectively, as extracted from the dynamics of a localizedwave-packet for (top) uncorrelated disorder and (bottom)
spatially-correlated disorder for the 3×3 replication of the electrostatic potentialmap of the cis-SAM. The squaremodulus of the
electronic wavefunction y(∣ ∣ )2 was represented using a basis of localizedGaussian functionswith standard deviation of 1.42 Å
centered on each carbon atom.
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Wavefunction localization vs time

indicates the localized nature of those states. To provide further insights, we followed the time evolution of an
initially localizedwave-packet, shown infigure 9 and S12. These simulations revealed that the localization occur
within the puddles as wave-packet is preferentially trapped in the potential well, eventually limiting the charge
diffusion at length scale larger than the typical puddle size.

This feature of the electron-hole puddles not only affects theDOS shape but also detrimentally (and
negatively) impacts the transport properties, as shown in figure 8 (right).More specifically, we see a reduction of
themaximumdiffusivity values by an order ofmagnitude, due to the spatial correlation only. Furthermore,
considering screening effect with εr=3 (center), we observe that theDOSof correlated disorder partly recovers
the shape of the pristine graphene, preserving also its spiky character. However, returning to the central problem
of the effect of photo-isomerization, themaximumvalues of diffusion coefficients for the trans and cis
conformations are similar nomatter which realization of disorder or value of the dielectric constant is
considered; therefore, the intrinsic variation in electrostatic disorder upon photo-isomerization results in fairly
limited light-induced changes in transport properties.

Amore prominent effect is the overall vacuum level shift (VLS) associatedwith the change in electrostatic
potential as themolecules switch from trans to cis. This is shown infigure 10 reporting the conductivity plots (at
300 K) andwhere the zero of energy is positioned according to theVLS for εr=1 and εr=3, respectively. The
conductivity versus energy curvemirrors what would be obtainedwhenmeasuring current versus gate voltage in
a transistor setup [69, 70]. Fromfigure 10, one can clearly see that over a rather large energywindow across the
Dirac point, there is significantmodulation of the conductivity upon photoswitching.More precisely, the
maximum ratio of conductivities (figure 10, right) reaches the value of 2.55 (2.40) at 2.47 eV (0.52 eV) for εr=1.
Furthermore, for εr=3we observe the influence of two antagonistic effects, namely, a reduction of theVLS is
accompanied by the improvement of transport characteristics. These two effects eventually compensate each
other, which yields a similar ratio of conductivities as for εr=1with amaximumof 2.65 at 0.31 eV.

4. Conclusion

In this work, a computational approach encompassing classicalMDcalculations, DFT andTB electronic
structure togetherwith quantumdynamics simulations is applied tomodel the charge transport properties of a
grapheneflake in contact with a silica dielectric functionalizedwith an azobenzene-based photoswitchable SAM.
TheMD simulations reveal that, irrespective of their conformation, azobenzenemolecules self-assemble on
silica with limited in-plane positional order and rather high orientational order. The light-induced trans-to-cis
isomerization of the grafted azobenzene derivatives is triggered by switching themolecules from their ground-
to excited-state (torsional) potential energy surface and their relative orientation on the silica substrate tracked
as a function of surface coverage. Despite the lack of positional order even at high coverage density, calculations
indicate sizeable variations in the average electrostatic potential upon going from the trans to the cis form, as a
result of a change in themolecular tilt angle. Besides, the electrostatic potential shows large and correlated spatial
fluctuations associatedwith the silica dielectric, only partly screened by the SAMs. Tomodel large graphene
flakes, we resort to a TBmodel parameterized against DFT electronic structure calculations andmap theMD
electrostatic potential energy landscape onto corresponding distributions in carbon site energies. Quantum
dynamics transport simulations performed in the framework of theKubo–Greenwood formalism reveal that: (i)
the spatially correlated disorder leads to the formation of small puddles trapping charge carriers; and (ii) the

Figure 10.Conductivity in the graphene layer in contact with a cis- and trans-SAMas a function of energy at 300 K, as obtained using
correlated disorder for (left) εr=1 and (center) εr=3. (Right) ratio in conductivities between trans- and cis-SAMs for εr=1 (blue
line) and εr=3 (yellow line).
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Conclusions
Applications of MD/MC simulations to organic (electronics) 
materials can provide information at the nanoscale and 
complement experimental measurements
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Future:

– development of multiscale methods

– more accurate intermolecular forces

– computational material screening (“machine learning”)

– increasing number of industry jobs 

Skills required:

– a bit of knowledge of physical chemistry

– tuning of model & size, choice of parameters

– no fear of programming  / scripting


